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We can count frequencies of individual items with FreqDist:

import nltk


f = open('text1.txt') 

txt = f.read()

f.close()


tokens = nltk.word_tokenize(txt)

freq   = nltk.FreqDist(tokens)


freq.most_common(15)

freq.plot()

freq.plot(cumulative = True)

Code 6.2
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You can define your own functions to automate tasks. Functions can 
take multiple parameters plus a docstring: 

def ttr(lst, digits):

    """Compute type-token ratio on a list of strings,

    accepts one list and digits to round."""

    result = len(set(lst))/len(lst)

    return round(result, digits)


ttr(text1, 3)

ttr(text2, 4)

help(ttr)

Code 6.11
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Language is not random. Things pattern together.


• We can ask what the next word might be given context


• Simple and efficient way of modeling context is using n-grams


• N-grams are units of n sequences


• Characters: 'custard'


• (c, u, s, t, a, r, d)       (cu, us, st, ta, ar, rd)       (cus, ust, sta, tar, ard)


• Words: 'He is eating fried rice'


• (he, is, eating, fried, rice)    (he is, is eating, eating fried, fried rice)
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N-grams to model language data


• "Turn in your __________"    →    p( _____ |"turn in your")


• decide on a useful context size (2, 3, 4, or ?)


• save analyses not of individual words but of words given the 
previous n words



Previously…
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Bigram counts from the Berkeley Restaurant Project:

Source: Figure 3.1 in Jurafsky & Martin [chapter 3]



Previously…

7

Check out: Google N-grams and Google Books ngram viewer

Click on this

Toggle to change
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We can generate bigram (or any n-gram) counts with NLTK:

import nltk


nltk.bigrams(text1)


list(nltk.bigrams(text1))


nltk.ngrams(text1, 2)

list(nltk.ngrams(text1, 2))


bigrams = list(nltk.ngrams(text1, 2))

bicount = FreqDist(bigrams)

Code 6.12



Beneath the surface
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Our token n-gram models represent transitions between observed 
characters/words


• We can call them Visible Markov Models (VMMs)


For things that are overt, we are also interested in the probabilities 
of hidden categories


• We will need Hidden Markov Models (HMMs)



Beneath the surface
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Did I hear hidden categories? What did you mean?


• We may not be interested in a phrase like 'awesome news'


• Instead, we might want to know the likelihood of adjectives 
followed by nouns (ADJ + NOUN)


• How can we look at categories that are not in the data 
explicitly?



Parts of speech (POS)

11

The idea that words can be classified into grammatical categories 
has been around for two millennia


• part of speech, word classes, POS, POS tags


8 parts of speech attributed to Dionysius Thrax of Alexandria (c. 1st 
C. BCE): 


• noun, verb, pronoun, preposition, adverb, conjunction, 
participle, article 


• These categories are relevant for NLP today.

Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


Parts of speech (POS)
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Parts of speech are defined based on: 


• grammatical relationship with their neighboring words 


• Morphological properties about their affixes (-ness, -able, -ed)

Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


Two classes of English words
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1. Closed class words


• Relatively fixed membership


• Usually function words:


• determiners: this, that, a, an, the


• pronouns: she, I, me, them, her, our, who, whose


• prepositions: on, under, over, at, with, … 


• conjunctions: and, but, while, because, that, … 


• particles: go over, turn in, …
Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


Two classes of English words
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2. Open class words


• Usually content words: Nouns, Verbs, Adjectives, Adverbs


• Plus interjections: oh, ouch, uh-huh, yes, no, hello


• New nouns and verbs like iPhone, facebook, mansplain, google

Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


15 Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf
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POS tagging = assigning a part of speech to each word in a text

Janet will back the bill

x1 x2 x3 x4 x5

Part of speech tagger

x1 x2 x3 x4 x5

NOUN NOUNAUX VERB DET

Adapted from: Jurafsky & Martin [chapter 8 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf
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Tagging is a disambiguation task 


• Words often have more than one POS 


• The goal is to find the correct tag for the situation

Adapted from: Jurafsky & Martin’s chapter 8 PPT

Case 1: 'book'


• Book a flight


• Whose book is it?

Case 2: 'tired'


• He tired me out


• I’m just tired

Case 3: 'that'


• Hand me that book


• I think that you liked 
it

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


POS tagging
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Though tagging is challenging, the accuracy of POS tagging 
algorithms is extremely high (97% or higher)


• 55-67% of word tokens in running text are ambiguous!

Source: Figure 8.4 in Jurafsky & Martin [chapter 8]
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Common in the US:


• Penn Treebank Tagset (PTB)     45 tags


• Brown Tagset                               87 tags

Common in the UK:


• CLAWS 5 (or C5)                         61 tags

CLAWS = Constituent Likelihood Automatic Word-tagging System (for BNC)



Penn Treebank Tags

20 Source: Figure 8.2 in Jurafsky & Martin [chapter 8]
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Try tagging the following sentences with the PTB tags:

The/DT      grand/JJ      jury/NN      commented/VBD     on/IN     

a/DT     number/NN      of/IN      other/JJ      topics/NNS    ./. 

1.

Although/IN      preliminary/JJ      findings/NNS     were/VBD  

reported/VBN     more/RBR    than/IN      a/DT      year/NN     

ago/IN     ,/,      the/DT      latest/JJS     results/NNS            

appear/VBP      in/IN      today/NN      's/POS     New/NNP  

England/NNP     Journal/NNP     of/IN     Medicine/NNP     ./.

2.
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Try tagging the following sentences with the PTB tags:

The/DT      grand/JJ      jury/NN      commented/VBD     on/IN     

a/DT     number/NN      of/IN      other/JJ      topics/NNS    ./. 

1.

Although/IN      preliminary/JJ      findings/NNS     were/VBD  

reported/VBN     more/RBR    than/IN      a/DT      year/NN     

ago/IN     ,/,      the/DT      latest/JJS     results/NNS            

appear/VBP      in/IN      today/NN      ’s/POS     New/NNP  

England/NNP     Journal/NNP     of/IN     Medicine/NNP     ./.

2.



Universal Dependencies Tagset

23 Source: Figure 8.1 in Jurafsky & Martin [chapter 8]



Universal Dependencies Tagset for Thai
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• Universal Dependencies 
(UD) is one of the tagsets 
in PyThaiNLP


• In PyThaiNLP, this tagset is 
known as Parallel Universal 
Dependencies (PUD)

https://pythainlp.github.io/dev-docs/api/tag.html


POS tagging in NLTK
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An off-the-shelf tagger is available for English:

from nltk import pos_tag, word_tokenize


text  = "John's big idea isn't all that bad."

token = word_tokenize(text)

pos   = pos_tag(token)


print(pos)

Code 7.1

Question: What tagset is this?



POS tagging in NLTK
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What can we do with pos? We can separate tags from tokens

from nltk import FreqDist


tok = [tok for (tok, tag) in pos]

tag = [tag for (tok, tag) in pos]


# Then, you may choose to count

FreqDist(tok)

FreqDist(tag)

Code 7.2



Our plan next week…
• Part-of-speech (POS) tagging


• More tagging!


• Please install SpaCy


• Windows: 


• Use Anaconda Prompt to install (Here)


• Follow the instructions on SpaCy (Here)


• Mac:


• Use Terminal 
27

https://conda.io/projects/conda/en/latest/user-guide/getting-started.html#starting-conda
https://spacy.io/usage

