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We've reached the end…
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We want computers to be able to process & understand natural languages..

..so that they can complete useful tasks for us:


• from reminding us about upcoming events


• through booking a flight


• to answering medical questions  



We've reached the end…
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• Theoretical computational linguistics:


• some theories (finite-state automata, context-free grammar, etc) 


• Applied computational linguistics:


• text processing


• NLP applications as discussed in Language and Computers (tokenization, 
morphological analyzer, POS tagging, etc.)



We've reached the end…

4 Adapted from: Bill MacCartney’s Sym Sys 100 lecture at Stanford

https://nlp.stanford.edu/~wcmac/papers/20110526-symsys-100-nlp.pdf
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A few things we didn't cover



Sentiment analysis
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Is this movie awesome or awful? Is this restaurant a good place for dinner?

...zany characters and richly applied satire, and some great plot twists

It was pathetic. The worst part about it was the boxing scenes...

...awesome caramel sauce and sweet toasty almonds. I love this place! 

...awful pizza and ridiculously overpriced... 

Adapted from: Jurafsky & Martin [chapter 4 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf
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Sentiment analysis
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Sentiment analysis is one common text categorization task. Other examples 
include:


• spam detection (spam: YES or NO)


• authorship identification (Jefferson, Hamilton, etc.)


• language Identification (English, German, Swedish)


• assigning subject categories, topics, or genres (History, Geography, …)

Adapted from: Jurafsky & Martin [chapter 4 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf


Sentiment analysis: Classification
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More formally, any classification task (classifier) requires:

Adapted from: Jurafsky & Martin [chapter 4 PPT]

Input: 


• a document d


• a fixed set of classes  C = {c1, c2, c3, …, cJ}


• a training set of m hand-labeled documents (d1,c1),....,(dm,cm)

Output: 


• a learned classifier γ:d →c

Supervised machine learning

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf


Sentiment analysis: Naive Bayes Classifier
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Intuition: A text is represented as a bag of words (unordered set of words)

Adapted from: Jurafsky & Martin [chapter 4 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf


Sentiment analysis: Naive Bayes Classifier
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Let's take the following miniature training and test documents:

Adapted from: Jurafsky & Martin [chapter 4 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf


Sentiment analysis: Naive Bayes Classifier
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Let's take the following miniature training and test documents:

Adapted from: Jurafsky & Martin [chapter 4 PPT]

Prior: p( − ) =
3
5

; p( + ) =
2
5

https://web.stanford.edu/~jurafsky/slp3/slides/4_NB_Apr_4_2021.pdf
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Let's take the following miniature training and test documents:

Prior: p( − ) =
3
5

; p( + ) =
2
5

Likelihood:

p(′￼′￼predictable′￼′￼| − ) =
1 + 1

14 + 20
=

2
34

p(′￼′￼no′￼′￼| − ) =
1 + 1

14 + 20
=

2
34

p(′￼′￼fun′￼′￼| − ) =
0 + 1

14 + 20
=

1
34



Sentiment analysis: Naive Bayes Classifier
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Let's take the following miniature training and test documents:

Prior: p( − ) =
3
5

; p( + ) =
2
5

Likelihood:

p( − )p(S | − ) =
3
5

×
2 × 2 × 1

343

Posterior:

p( + )p(S | + ) =
2
5

×
1 × 1 × 2

293



Conversational Agents
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Task-oriented dialogue agents designed to help users solve tasks


• Setting a timer


• Making a travel reservation


• Playing a song


• Buying a product

Adapted from: Jurafsky & Martin [chapter 24 PPT]

chatbots designed for extended conversations 


• mimicking unstructured conversations or chats

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf


Conversational Agents: Conversation
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2 CHAPTER 24 • CHATBOTS & DIALOGUE SYSTEMS

contrast, chatbots are systems designed for extended conversations, set up to mimic
the unstructured conversations or ‘chats’ characteristic of human-human interaction,
mainly for entertainment, but also for practical purposes like making task-oriented
agents more natural.1 In Section 24.2 we’ll discuss the three major chatbot architec-
tures: rule-based systems, information retrieval systems, and encoder-decoder gen-
erators. In Section 24.3 we turn to task-oriented agents, introducing the frame-based
architecture (the GUS architecture) that underlies most task-based systems.

24.1 Properties of Human Conversation

Conversation between humans is an intricate and complex joint activity. Before we
attempt to design a conversational agent to converse with humans, it is crucial to
understand something about how humans converse with each other. Consider some
of the phenomena that occur in the conversation between a human travel agent and
a human client excerpted in Fig. 24.1.

C1: . . . I need to travel in May.
A2: And, what day in May did you want to travel?
C3: OK uh I need to be there for a meeting that’s from the 12th to the 15th.
A4: And you’re flying into what city?
C5: Seattle.
A6: And what time would you like to leave Pittsburgh?
C7: Uh hmm I don’t think there’s many options for non-stop.
A8: Right. There’s three non-stops today.
C9: What are they?
A10: The first one departs PGH at 10:00am arrives Seattle at 12:05 their time.

The second flight departs PGH at 5:55pm, arrives Seattle at 8pm. And the
last flight departs PGH at 8:15pm arrives Seattle at 10:28pm.

C11: OK I’ll take the 5ish flight on the night before on the 11th.
A12: On the 11th? OK. Departing at 5:55pm arrives Seattle at 8pm, U.S. Air

flight 115.
C13: OK.
A14: And you said returning on May 15th?
C15: Uh, yeah, at the end of the day.
A16: OK. There’s #two non-stops . . . #
C17: #Act. . . actually #, what day of the week is the 15th?
A18: It’s a Friday.
C19: Uh hmm. I would consider staying there an extra day til Sunday.
A20: OK. . . OK. On Sunday I have . . .

Figure 24.1 Part of a phone conversation between a human travel agent (A) and human
client (C). The passages framed by # in A16 and C17 indicate overlaps in speech.

Turns

A dialogue is a sequence of turns (C1, A2, C3, and so on), each a single contributionturn
from one speaker to the dialogue (as if in a game: I take a turn, then you take a turn,

1 By contrast, in popular usage, the word chatbot is often generalized to refer to both task-oriented and
chit-chat systems; we’ll be using dialogue systems for the former.

Conversation between humans is an intricate and complex joint activity

Adapted from: Jurafsky & Martin [chapter 24 PPT]

Turn 10: Multiple sentences

Turn 13: One word

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Adapted from: Jurafsky & Martin [chapter 24 PPT]

Turn-taking issues


• When to take the floor?


• When to yield the floor?


Interruptions

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Participants in conversation need to establish common ground


• Speech is action! Speakers need to ground each other’s utterances


• Grounding: acknowledging that the hearer has understood

Adapted from: Jurafsky & Martin [chapter 24 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Grounding: acknowledging that the hearer has understood

Adapted from: Jurafsky & Martin [chapter 24 PPT]
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Grounding is very important for computers too! Consider the following 
hypothetical conversation:

Adapted from: Jurafsky & Martin [chapter 24 PPT]

System: 


User:


System:

Did you want to review some more of your profile?


No.


What’s next? Awkward!

A button light in an elevator!

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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How can we make human-computer conservations natural sounding? To do 
that, we need to talk about frame-based architecture

Adapted from: Jurafsky & Martin [chapter 24 PPT]

Frame: a knowledge structure consisting of a collection of slots 


• Each slot can be filled with information of a given type


• Each slot is associated with a question to the user

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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• System asks questions of user, filling any slots that user specifies


• User might fill many slots at a time:


• I want a flight from San Francisco to Denver one way leaving after five p.m. 
on Tuesday 


• When frame is filled, do database query


Adapted from: Jurafsky & Martin [chapter 24 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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System can have multiple frames like:


• car or hotel reservations


• general route information

• Which airlines fly from Boston to San Francisco?


• information about airfare practices 

• Do I have to stay a specific number of days to get a decent airfare?) 


Frame detection:


• System must detect which slot of which frame user is filling…


• and switch dialogue control to that frame

Adapted from: Jurafsky & Martin [chapter 24 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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1. Domain classification


• Asking weather? Booking a flight? Programming alarm clock?


2. Intent Determination


• Find a Movie, Show Flight, Remove Calendar Appt


3. Slot Filling


• Extract the actual slots and fillers

Adapted from: Jurafsky & Martin [chapter 24 PPT]

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Wake me up tomorrow at six.

Adapted from: Jurafsky & Martin [chapter 24 PPT]

       DOMAIN: ALARM-CLOCK

       INTENT: SET-ALARM

       TIME: 2021-11-25 0600

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Show me morning flights from Boston to SF on Tuesday.

Adapted from: Jurafsky & Martin [chapter 24 PPT]

       DOMAIN: AIR-TRAVEL

       INTENT: SHOW-FLIGHTS

       ORIGIN-CITY: Boston

       ORIGIN-DATE: Tuesday

       ORIGIN-TIME: morning

       DEST-CITY: San Francisco

https://web.stanford.edu/~jurafsky/slp3/slides/24_Dialogue_May_6_2021.pdf
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Before we wrap…



Two sides to NLP
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Two sides to every coin: intended use and unintended consequences

Source: Hovy & Prabhumoye (2021). Lang Linguist Compass

The same is also true of NLP…

https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


Two sides to NLP
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Positive use case: Mental health assessment (Benton et al., 2017)

Source: Hovy & Prabhumoye (2021). Lang Linguist Compass

Potential misuse: Profiling users across sites (Wang et al., 2018)

Less overt but still biased: In speech recognition


• strong bias toward native speakers of any language


• Lower level of accuracy/understanding with dialect speakers or children

https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


The problem of bias in NLP
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https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


The problem of bias in NLP
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Label bias:

• Assigning "wrong" labels


1. "social media”


2. "This is so sick”

https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


The problem of bias in NLP
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Selection bias:

• Models trained on "old" 

data


• Performance declined 
(e.g., POS tagging)


• Ageist, racist, and sexist 
models

https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


The problem of bias in NLP

34 Source: Hovy & Prabhumoye (2021). Lang Linguist Compass

Design bias:

• Most research on English 

(= the "default" language)


• N-gram models do not 
work as well in other Lx

https://onlinelibrary.wiley.com/doi/full/10.1111/lnc3.12432


The end
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There are a lot more we did not have time to cover. Do not quit. Persevere!

Course evaluation

Off-the-record feedback or comment

And finally, thank you!


